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Abstract

Constructing thirty-seven industries database, we examine whether measured productivity in Japan is procyclical and investigates the sources of that procyclicality using the production function approach employed by Hall (1990) and Basu and Fernald (1995). At the aggregate level, the measured Solow residual shows procyclicality. Large numbers of industries show constant returns to scale. No significant evidence for the presence of thin-market externalities is found. Our results also hold when we consider labor hoarding, part-time employment, and the adjustment cost of investment. The results suggest policies to revitalize the Japanese economy should concentrate on promoting productivity growth.
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1 Introduction

A longstanding issue among macroeconomists is the question why measured productivity is procyclical. A representative neoclassical explanation is given by Real Business Cycle (RBC) theory, according to which economic booms are the result of productivity increases generated by technological shocks. In this case, productivity and output move in tandem and increases in total factor productivity (TFP) are attributable to technological shocks.

TFP is usually represented by the conventional Solow residual. However, Hall (1990) argued that, conceptually, increasing returns to scale, the markup ratio, labor hoarding, and demand externalities could all induce procyclicality of the Solow residual. He demonstrated that the technology factor is not the only source of the procyclicality of the Solow residual. Examining U.S. industry data, Hall (1990) as well as Caballero and Lyons (1992) found that among the different factors potentially responsible for the procyclicality of the Solow residual, increasing returns and externalities played a critical role.

Their results, however, have been questioned by Basu and Fernald (1995) and Burnside (1996), who argued that the Solow residuals calculated by Hall (1990) and Caballero and Lyons (1992) were biased because intermediate inputs were ignored and value-added was used to measure output. Basu and Fernald (1995) and Burnside (1996) showed that once intermediate inputs were incorporated into the production function, it displayed constant returns to scale, while no externalities were found. Burnside (1996) and Burnside, Eichenbaum and Rebelo (1996) attacked the studies by Hall and Caballero and Lyons from a different angle: they showed that once the operating rate of capital stock, which Hall (1990) and Caballero and Lyons (1992) did not consider, was included, increasing returns and externalities could no longer be found.

The debate regarding the cyclical of the Solow residual and the empirical findings of these studies are also of considerable relevance to Japan, especially since economists still cannot agree on the main causes underlying the prolonged recession. Hayashi and Prescott (2002), for example, argue that the main factor has been a decline in the Solow residual which in the context of RBC theory, implies a pure technological shock. Other economists disagree with supply-side explanations such as this one and contend that it is primarily demand-factors that are to blame.\footnote{Yoshikawa (2003), for example, proposes a growth model where the demand side plays a key role in explaining Japan’s disappointing economic performance in the 1990s.} The diagnosis of the underlying causes of Japan’s economic malaise of course has important implications for the remedies...
prescribed, i.e. the appropriate economic policies to aid the recovery of the Japanese economy.

In this context, a better understanding of the reasons for the decline in the Solow residual observed in Japan is essential. If technological progress is the main factor underlying the cyclical behavior of the Solow residual, as RBC theory suggests, economic policy making should concentrate on promoting technological progress. If, however, other factors contribute to the cyclical behavior of the Solow residual, then, in addition to measures to promote productivity growth, other economic policies including traditional macroeconomic measures, also have a key role to play.

Unfortunately, existing empirical studies on the procyclicality of the Solow residual have concentrated almost exclusively on the United States. Among the few studies that do look at Japan, three different approaches can be made out. The first approach is represented by Vecchi (2000), who compared the factors underlying the procyclical behavior of the Solow residual in Japan and the U.S. following Hall (1990) and others. His results suggest that an important reason for the procyclical behavior of productivity in Japan was labor hoarding. While this study on the Solow residual and the business cycle does shed light on the procyclicality of the Solow residual in Japan, we think the research approach can be improved in several respects. First, Vecchi's study relies on annual data, which makes it difficult to trace business cycles. This problem can be overcome by using quarterly or monthly data. Second, the above mentioned studies, both on Japan and the U.S., focus entirely on the manufacturing sector. However, in both countries, manufacturing industry makes up only 20% of total output. From a macroeconomic viewpoint, non-manufacturing industries should be considered. Third, Vecchi's analysis only covers the period from 1969 to the mid-1980s, but, crucially, not the 1990s. We therefore have no basis to judge whether his results also apply to the Japanese economy during the 1990s.

The second approach is that followed by Kawamoto (2004). Following Basu, Fernald and Kimball (2002), he subtracted the mark-up ratio and the utilization rate of capital and labor from the standard Solow residual and extracted the purified Solow residual at the industry level. Aggregating these purified industry-level residuals, he showed that for the economy as a whole, the purified residual did not decline in the 1990s. Instead, it is the reallocation effect, Kawamoto argues, that is the major factor underlying the lost decade.

Our approach in this paper is quite similar to Kawamoto's. However, our study differs in two regards. First, like Vecchi's, Kawamoto's study cannot trace the cyclical behavior of the Solow residual because he used annual data. Our study tries to capture the
cyclicality using quarterly data. Second, our study considers demand externality as another demand factor which affects the movement of the Solow residual in addition to the markup ratio and the utilization rate of capital and labor which Kawamoto (2004) considered. Because aggregate demand affects the Solow residual through demand externality, the inclusion of this factor in our analysis will help us to assess the reasons underlying Japan's lost decade.

Finally, the third approach is that pursued by Yoshikawa (1992) and Abe (2004). Using production indices for the manufacturing sector, they showed that the movements in Japanese manufacturing production were affected not by macroeconomic shocks but by idiosyncratic shocks in each industry. We think that their approach could be improved in three respects. First, they focused on the movement of output instead of productivity. Thus, their approach does not really help to understand the slowdown in Japan's productivity growth during the 1990s. Second, the studies use GDP (Yoshikawa (1992)) or Stock and Watson's coincident index (Abe (2004)) to represent aggregate business cycle factors. Their studies therefore do not provide us with any understanding of what detailed factors making up the aggregate variables affect the business cycles. Third, like Vecchi, they cover only the manufacturing sector.

In order to address the various shortcomings of these preceding studies, we constructed a new database to analyze the procyclicality of productivity in Japan. Using the Financial Statements Statistics of Corporations (hereafter FSSC) published quarterly by the Ministry of Finance, we constructed a data set containing output, intermediate inputs, labor force, net capital stock, and factor shares, and calculated the Solow residual from 1975:4 to 2002:4. The database covers thirty-seven industries, among them nineteen from the non-manufacturing sector.²

The paper is organized as follows. In Section 2, we examine the cyclical features of the Solow residual in our data. We look at correlations between the growth rate of the Solow residual in each industry and business cycle indices such as the Diffusion Index (DI) and the Composite Index (CI). In Section 3, we estimate output growth functions using the formulation of Basu and Fernald (1995). In Section 4, we check the robustness of our estimates. We try estimations considering labor hoarding and the quality of capital which are possible candidates for variables affecting the procyclicality of the Solow residual. Section 5 summarizes our results and states our future research agenda.

² It is well known that there are discontinuities in the FSSC data between the first and the second quarter due to the replacement of sample firms. In our analysis, we adjust the FSSC data following the methodology suggested by Ogawa and Kitasaka (1998). The construction of the database from the FSSC is described in the data appendix.
2 The Solow residual and Japanese business cycles

Our first task is to check whether the Solow residual in Japan is procyclical. Economists arguing that the Solow residual is procyclical typically use aggregate national accounts data. They calculate the growth rate of the Solow residual by subtracting the growth of production factors from GDP growth.

We calculate the aggregate Solow residual from the FSSC data as follows. First, we set the aggregate production function as

\[ V_t = A_t F(L_t, K_t), \]

where \( V_t \) represents value-added and \( L_t \) and \( K_t \) are inputs of labor and capital. These aggregate variables are calculated by aggregating data series at the industry-level described in the appendix. \( A_t \) is the conventional measure of TFP. We convert this production function to

\[ \Delta a_t = \Delta v_t - \alpha_t^L \Delta L_t - (1 - \alpha_t^L) \Delta K_t, \]

which represents the growth rate of the conventional aggregate Solow residual. Small letters represent the logs of their capital counterparts, so all the quantity variables in (2) are log differences, or growth rates. \( \alpha_t^L \) is the cost-based share of labor.

We construct our industry-level quarterly data using the FSSC dataset. The industry classification is provided in Table A1. The estimation period is from 1976:1 to 2002:4. In recent studies of the procyclicality of productivity, such as Burnside, Eichenbaum and Rebelo (1996), factor utilization plays a key role in the cyclicality of productivity. In our analysis, we use labor input series adjusted by hours worked in all industries and capital input series in the manufacturing sector controlled by capacity utilization. Due to data limitations, we cannot adjust capital input in the non-manufacturing data for capital utilization. A detailed description of the data is provided in the data appendix.

Table 1 presents the aggregate Solow residual as defined in equation (2) during the expansionary and recessionary phases of Japanese business cycles from 1980:1 to 2002:4. The table shows that the growth rate of the Solow residual is positive during all
expansionary phases except from 1986:4 to 1991:1 and negative during all recessionary phases except from 1985:2 to 1986:4. The result also holds when we calculate the Solow residual using revenue based share. Table 1 thus confirms that the Solow residual is procyclical in Japan in the sense that it is higher during an expansion than during a recession.

(Insert Table 1)

Next, we correlate the Solow residual at the value-added base in the semi-aggregate sector (the manufacturing sector and the non-manufacturing sector) and business cycle indices such as the Diffusion Index (DI) and the difference of the Composite Index (CI) published by ESRI. The DI and the CI are summary indicators of several primary statistics reflecting the phase of the business cycle, such as the production index, sales in major stores, etc., while GDP is a secondary statistic. The reason why we select the difference of the CI instead of the CI itself is that the CI is constructed to trace the level of the real GDP series and its difference corresponds to the growth rate of the Solow residual. Table 2(a) shows the correlation between the Solow residual and business cycle indices for all industries and for the manufacturing and the non-manufacturing sector separately. The correlation is positive in all cases. Only the correlation between the Solow residual in the manufacturing sector and DI is not significant. The correlation between the Solow residual and the business cycle indices is stronger in the non-manufacturing sector than in the manufacturing sector.

(Insert Table 2(a))

Finally, given that each industry has a unique production function, we calculate the growth rate of the Solow residual at the industry-level using the FSSC data. Following Basu and Fernald (1995), we calculate the Solow residual based on gross output instead of value-added, because the Solow residual on a value-added basis yields biased estimates at the industry-level if firms enjoy monopoly power in product markets.

We set the gross output production function for industry $i$ at period $t$, as follows:

$$ Y_{it} = A_{it} F(L_{it}, K_{it}, M_{it}) , $$

where $Y_{it}$ represents gross output, $M_{it}$ stands for intermediate inputs of energy and materials, and $A_{it}$ is the TFP at the industry-level. Because $Y_{it}$ and value-added $V_{it}$
are made from items in the FSSC, $M_{it}$ is constructed as $Y_{it} - V_{it}$. Therefore, we calculate the Solow residual at the industry-level in the following way:

$$\Delta a_{it} = \Delta y_{it} - \alpha_{it}^L \Delta l_{it} - \alpha_{it}^K \Delta k_{it} - (1 - \alpha_{it}^L - \alpha_{it}^K) \Delta m_{it}$$

where $\alpha_{it}^j$ is the cost-based share of factor $j(=L, K)$. Note that constant returns to scale are still assumed.

Calculating the correlation between the Solow residual in each industry and the two business cycle indices, our results do not allow a firm conclusion, as only six industries (nos. 4, 5, 16, 24, 27, and 36) show a positive and significant correlation.

Summarizing the results of Tables 1 and 2, the Solow residual at the aggregate level has a positive correlation with the business cycle, but no general correlation can be observed at the industry-level. This result implies that we should examine several factors influencing the Solow residual in order to understand its movements.

(Insert Table 2(b))

3 Basic estimation of productivity cycles

3.1 Production function with variable returns to scale and externalities

As Hall (1990) and Basu and Fernald (1995) argued, productivity cycles can be induced not only by technological shocks but also by several other factors such as increasing returns to scale, the markup ratio, and thick-market externalities. In order to take these factors into consideration, we rewrite equation (3) as follows:

$$Y_{it} = A_{it} F(L_{it}, K_{it}, M_{it}; X_{it})$$

where $X_{it}$ stands for externalities.

Taking logs and totally differentiating (3)', we obtain

---

3 The Solow residual is affected by demand externalities or production technology such as increasing returns to scale. We will examine these factors in the estimation in Sections 3 and 4.
\( \Delta y_{it} = \gamma_i (\alpha_i^L \Delta L_{it} + \alpha_i^K \Delta K_{it} + \alpha_i^M \Delta M_{it}) + \beta_i \Delta x_{it} + \Theta_{it} \)

\[ \equiv \gamma_i \Delta z_{it} + \beta_i \Delta x_{it} + \Theta_{it} \]

where \( \gamma_i \) is the degree of homogeneity and \( \beta_i \) is the degree of the externality. We obtain \( \Theta_i \) (\( \equiv \Delta \alpha_i \)) as a pure technological shock. \( \Delta z_{it} = \alpha_i^L \Delta L_{it} + \alpha_i^K \Delta K_{it} + \alpha_i^M \Delta M_{it} \)

is the cost-weighted sum of the growth rates of the production factors.

Caballero and Lyons (1992) argued that the productivity of each industry depends on the level of aggregate activity, referring to this effect as thick-market externality. To take this issue into account, we introduce a measure of such externality calculated as

\[ \Delta x_{it} = \sum_{j=1}^{N} s_{ij} \Delta y_{jt} \]

where \( N \) denotes the number of industries and \( s_{ij} \) is the output share.

3.2 Estimation methodology

We estimate equation (5) to examine the cyclicality of productivity, using the FSSC data. Summary statistics of the data are provided in Table A2. We estimate equation (5) simultaneously for all thirty-seven industries by three-stage least squares (3SLS). 3SLS is used to address the problem of correlation between exogenous technology shocks and the inputs used in production.\(^4\) We use the following variables as instruments: the diffusion index of financial institutions’ lending attitude, the relative price of oil, the difference between the current temperature and the average temperature, the call rate, and the nominal exchange rate.\(^5\) The diffusion index is published in the Bank of Japan’s Tankan (Short-Term Economic Survey of All Enterprises). While studies on U.S. productivity have used the growth rate of world oil prices, military spending, the political party of the President, and lagged dependent variables as instrumental variables, we do not think that military spending or the political party of the Prime Minister are appropriate instruments because of the 1%-of-GDP legal limit to military spending in Japan and the long-time dominance of the Liberal Democratic Party in the Japanese Diet.

\(^4\) Estimating equation (5) by the 2SLS method in each industry, we carried out the Hausman specification test. The test showed that the 3SLS specification was valid.

\(^5\) We do not include constant term as an instrument. So, the mean of error term is not zero as shown in the following results.
3.3 Basic results

Table 3 summarizes the regression results. Only five industries show increasing returns to scale, while twenty-nine industries show constant returns to scale. Industries with significant decreasing returns to scale are not found.\(^6\)

(Insert Table 3)

The coefficients on the thick-market externality variable \((\beta)\) are not significantly different from zero except in the electric machinery (no. 19) and the transportation equipment industry (no. 20). Thus, we find little evidence for the presence of thick-market externalities. Even if aggregate activity is high or demand from other sectors is strong, sectoral productivities do not rise. This result is at odds with Vecchi’s (2000) study which found evidence for the presence of thick-market externalities in Japan.

A number of studies on U.S. industrial productivity, including Hall (1988, 1990) and Caballero and Lyons (1992), base their estimates on value-added. However, Basu and Fernald (1995) argue that in the absence of constant returns to scale and perfect competition intermediate inputs directly affect value-added; they suggest that estimates of \(\gamma\) are thus likely to be biased downward, while estimates of \(\beta\) are likely to be biased upward in a value-added specification. In order to examine whether such biases can be found in our data for Japan, we conduct an estimation using the growth rate of value-added \((\Delta v_{it})\) instead of gross output as our dependent variable. We estimate the following equation:

\[
\Delta v_{it} = \hat{\gamma}_i \Delta z_{it}^\gamma + \hat{\beta}_i \Delta v_{it} + \hat{\Theta}_i,
\]

where \(\Delta z_{it}^\gamma = \alpha_{it}^{(v)K} \Delta l_{it} + \alpha_{it}^{(v)K} \Delta k_{it}\) and \(\alpha_{it}^{(v)}\) is the factor cost share based on value-added.

Table 4 shows the regression results for the value-added specification. The values of \(\Delta v_{it}\) are estimated using the following equation:

\[
\Delta v_{it} = \hat{\gamma}_i \Delta z_{it}^\gamma + \hat{\beta}_i \Delta v_{it} + \hat{\Theta}_i,
\]

where \(\Delta z_{it}^\gamma = \alpha_{it}^{(v)K} \Delta l_{it} + \alpha_{it}^{(v)K} \Delta k_{it}\) and \(\alpha_{it}^{(v)}\) is the factor cost share based on value-added.

Table 4 shows the regression results for the value-added specification. The values of

\[^6\] Basu and Fernald (1997) showed that the link between the degree of homogeneity \(\gamma\), the markup ratio \(\mu\) and the profit rate \(\pi\) is \(\gamma = (1-\pi)\mu\). This relation implies that if the profit rate is low, the degree of homogeneity is roughly equal to the markup ratio. Using the results in Table 3 and profit rates, we can calculate the markup ratio \(\mu\). The average value of \(\mu\) for all industries is 1.09. This figure is consistent with the markup ratio (1.13) calculated by Nishimura, Ohkusa and Ariga (1999).
the coefficients on $\hat{\gamma}$ are lower than those in Table 3, in line with Basu and Fernald’s (1995) prediction. In addition, in many industries, these coefficients are either not significantly positive or even negative.

(Insert Table 4)

On the other hand, the positive and significant coefficients on $\hat{\beta}$ appears in only two industries. The result is similar to Table 3.\textsuperscript{7} Overall, the results in Table 4 point to the same conclusion as the one presented by Basu and Fernald (1995).

3.4 Estimation results for subperiods

Given that the Japanese economy has stagnated since the beginning of the 1990s, it is important to understand whether fluctuations in productivity before and after 1990 are due to different factors. We therefore split our sample into two periods: the period from 1976:1 to 1990:4 and the period from 1991:I to 2002:4. As shown in Table 1, the Japanese economy entered a period of long stagnation after 1991:1. The dependent variable is the growth rate of gross output in each industry.

Table 5(a) shows the estimation results for the earlier period, while Table 5(b) shows the results for the more recent period. For the earlier period, we find increasing returns to scale in nine industries. The coefficients on thick-market externality are not significantly different from zero except in transportation equipment, i.e. we could not find evidence suggesting the presence of thick-market externalities.

(Insert Table 5(a) and 5(b))

We next examine the results for the more recent period. The number of industries with increasing returns to scale increases from the estimation for the first subperiod, and the average estimate of $\gamma$ is greater for the 1990s. As above, the coefficients on thick-market externality are not significant in many industries, i.e. there is little evidence suggesting the presence of thick-market externalities.

The overall results suggest that during the period under investigation (i.e. 1976–2002), the dominant factor underlying the procyclical behavior of productivity in Japan is pure technological shocks. In specific industries, increasing returns to scale

\textsuperscript{7} In the SUR estimation, the estimates of coefficients on $\hat{\beta}$ are positive and significant in twenty-two industries. The result supports the argument by Basu and Fernald (1995).
also affect the movement of the Solow residual in the 1990s. However, no industry shows increasing returns to scale in all estimations shown in Table 3 and Table 5(a), (b), and we conclude that the effect of increasing returns to scale on the movement of the Solow residual is small. Finally, we do not find thick-market externalities.

4. Alternative estimations

4.1 Labor hoarding

A number of studies, including Burnside, Eichenbaum and Rebelo (1993), Burnside and Eichenbaum (1996), Basu (1996), and Vecchi (2000), have emphasized the role of labor hoarding as a factor responsible for the cyclicality of the Solow residual. Firms engage in labor hoarding in recessionary periods because adjusting employment is costly. Thus, during a recovery the measured labor input (i.e. hours worked) may well remain unchanged, while output increases as the unmeasured intensity with which that labor input is used (i.e. the work effort) increases. This means that the larger Solow residuals during the recovery period reflect greater labor effort rather than any changes in technology.

Following Wakita (1997), we construct a labor hoarding index using the diffusion index for employment conditions published in the Bank of Japan’s Tankan (Short-Term Economic Survey of All Enterprises). The diffusion index is based on firms’ answer regarding whether their employment was “excessive,” “insufficient,” or neither, i.e. just right.

Assuming a uniform distribution with regard to the answers, we can construct the following labor hoarding index ($H_t$).

\[
H_t = \frac{EX - SH}{OR},
\]

where \(EX\) is the percentage of firms replying that employment was excessive, \(SH\) is the percentage of firms answering that there was a shortage of labor, and \(OR\) is the percentage of firms indicating that employment was optimal.

Taking equation (7) into account, we rewrite equation (5) as follows;

\[
\Delta y_t = \gamma_i \Delta z_i + \beta_i \Delta x_i + \phi_i \Delta H_i + \Theta_i',
\]
where the coefficient $\phi_i$ is expected to be negative.\footnote{\( \Delta H_i \) represents the difference of the labor hoarding index. We cannot calculate the growth rate of the index, because the index can take negative values.}

The estimation results for equation (5)' are shown in the upper half of Table 6. The labor hoarding index has a negative sign in twenty industries.\footnote{The Tankan provides no diffusion index for agriculture, fishery, forestry, and mining. We therefore omit these industries in our estimation.} The negative effect is significant in the non-ferrous metals and the gas and water utility industries (nos. 16 and 31). In this specification with the labor hoarding index, only three industries display increasing return to scale, while constant returns to scale hold in most industries.

(Insert Table 6)

According to Basu and Fernald (1997) and Kawamoto (2004), labor hours can be used as a proxy for the amount of labor effort when an cost function which depends on labor effort and labor hours is added to the conventional cost function. Therefore, we estimate the following equation including the log-difference of labor hours ($\Delta h_{it}$) instead of the labor hoarding index.

\begin{equation}
(5)'' \quad \Delta y_{it} = \gamma_i \Delta z_{it} + \beta_i \Delta x_{it} + \phi_i' \Delta h_{it} + \Theta_i'
\end{equation}

The coefficient on $\phi_i$ is expected to be positive. The result of the estimation, shown in the lower half of Table 6, is similar to the one using the labor hoarding index. Though eighteen industries have positive coefficients on labor hours, they are significant in only four industries.\footnote{Comparing the estimations by industry using labor hours and using the labor hoarding index, the results are not perfectly consistent. The inconsistency reflects differences in the coverage of the two variables: the labor hoarding index covers firms that are bigger than those covered in the data on labor hours. In addition, the coefficient on labor hours captures not only labor effort but also the rate of capital utilization, because his model assumes that labor effort and labor hours are positively correlated.} We conclude that the effect of labor hoarding is small. This result is the opposite of Kawamoto's (2004) finding. The conflicting results for labor hoarding may spring from methodological differences. His analysis is based on annual data and he assumes that the cost-weighted sum of the growth rate of the production factor $\Delta z$ is constant. In addition, in his analysis, changes in labor hours include not only labor effort but also the rate of capital utilization, because his model assumes that labor hours capture both labor effort and capital utilization.

\begin{itemize}
\item 8 $\Delta H_i$ represents the difference of the labor hoarding index. We cannot calculate the growth rate of the index, because the index can take negative values.
\item 9 The Tankan provides no diffusion index for agriculture, fishery, forestry, and mining. We therefore omit these industries in our estimation.
\item 10 Comparing the estimations by industry using labor hours and using the labor hoarding index, the results are not perfectly consistent. The inconsistency reflects differences in the coverage of the two variables: the labor hoarding index covers firms that are bigger than those covered in the data on labor hours. In addition, the coefficient on labor hours captures not only labor effort but also the capital utilization rate in the non-manufacturing sector. We also carry out the two types of estimation for the 1990s. These results are similar to the results in Table 6.
\end{itemize}
hours become a proxy of the capital utilization rate.

4.2 Part-time employment

Furthermore, we consider the possibility that the results estimated so far may have been distorted by an underestimation of the labor input as a result of the increase in part-time employment. This increase can be seen in the gradual rise in the ratio of part-time employees to total employees since the second half of the 1980s.

Unfortunately, the data on the number of workers reported in the FSSC do not include part-time workers, meaning that the labor input data based on these figures and used above probably understate the true value of labor input. We therefore revised our labor input data to take into account the rise in part-time employment, using the Report on the Monthly Labor Survey (Ministry of Health, Labour and Welfare) which reports the proportion of part-time employees by industry from 1990 onward. Using the revised data, we re-estimated equation (5)' for the subperiod from 1990:2 to 2002:4.

(Insert Table 7)

The results are displayed in Table 7 and are similar to those presented in Table 6. Even when controlling for part-time employment, twenty-four industries have constant returns to scale and thick-market externalities do not have cyclical effects. Though the coefficient on the labor hoarding index is negative for many industries, it is significant only in the case of five industries.

4.3 Adjustment cost of investment

Another factor potentially affecting measurements of the Solow residual is the adjustment cost of investment. Basu, Fernald and Shapiro (2001), for example, argue that during a period of rapid economic expansion, observable TFP growth as conventionally measured may understate true TFP growth because of the adjustment costs that firms incur during an investment boom. In order to take this possibility into account, we revise equation (3)' as follows:

\[
(3)^* \quad Y_i = A_{i,t} F(K_i, L_i, M_i; X_i) (1 - \Gamma_i(J_i))
\]

where \( J_i \) represents the ratio of gross investment to capital stock in industry \( i \) and \( \Gamma_i \) is the internal adjustment cost of investment/capital stock ratio in industry \( i \).
Following Basu, Fernald and Shapiro (2001), we obtain

\[(5)'''
\Delta y_{it} = \gamma_i \Delta z_{it} + \beta_i \Delta x_{it} + \phi_i \Delta H_{it} + \eta_i (\Delta j_{it})^2 + \Theta_{it},
\]

Considering adjustment cost of investment, we measure the gap between marginal productivity of capital and price of capital service by using Tobin’s q. Tobin’s q at the industry level \((Q_{it})\) is constructed as the ratio of the operating profit rate to cost of capital. Then, we revise a cost-weighted sum of the growth rates of the production factors as

\[\Delta z_{it} = \alpha^{(c)}_i \Delta l_{it} + \alpha^{(e)}_i (\Delta q_{it} + \Delta k_{it}) + \alpha^{(m)}_i \Delta m_{it}.\]

\(\alpha^{(c)}_i\) is a modified cost share including adjustment cost of investment. In equation \((5)''\), the coefficient \(\eta_i\) is expected to be negative. To estimate equation \((5)''\), we use the square value of \(\Delta j_{it}\), assuming symmetric internal adjustment costs.

Our estimation is for the period from 1976:1 to 2002:4. Labor input data are unadjusted for part-time employment for which data are available only from 1990 onward. The estimation results are presented in Table 8 and show that \(\eta\) is negative in nine industries in the 3SLS estimations. However, in no industry is the cost of investment significant. At the same time, there is no industry with increasing return to scale and the coefficients on thick-market externality and labor hoarding are also insignificant in all industries.

(Insert Table 8)

5 Conclusion

Since the publication of Hayashi and Prescott’s (2002) controversial paper, RBC theory has received considerable attention in the debate on the causes of the long-term stagnation of the Japanese economy. However, few studies have actually examined Japan’s business cycles to check the validity of the theory. Following studies on the U.S. such as Hall (1990) and Basu and Fernald (1995), if an estimated production function displays constant returns to scale and thick-market externality and labor hoarding behavior are not found, then we know that the main source of procyclical productivity movements is pure technological shocks as suggested by RBC theory. In this case, policies to revive the Japanese economy should focus on promoting productivity growth.
On the other hand, if increasing returns to scale, thick-market externality, and labor hoarding affect movements in the Solow residual, other policy tools, including conventional Keynesian economic policies, would be called for.

Against this background, the main results of our examination of the procyclicality of the conventional Solow residual in Japan can be summarized as follows:

1. At the aggregate level, conventional measures of the Solow residual based on the assumption of constant returns to scale show a positive correlation with real GDP and business cycle indicators.
2. Even if the assumption of constant returns to scale is dropped and variable returns and externalities are allowed for, constant returns to scale are observed in most of the thirty-seven industries. This result implies pure technological shocks are the main factor underlying the cyclicality of the Solow residual in the industries with constant return to scale.
3. In the 1990s, increasing returns to scale were also an important factor underlying the cyclicality of productivity in some industries.
4. The previous results also hold when taking labor hoarding, part-time employment, or the adjustment cost of capital into account.

Taken together, the above results support the hypothesis that technological shocks are the crucial factor underlying the cyclicality of the Solow residual even when other cyclical factors such as labor hoarding, part-time employment, and the adjustment cost of investment are taken into account. Viewed in the context of the long-term stagnation of the Japanese economy in the 1990s, our results imply that in order to restore growth, policies to promote productivity growth should take center place. A number of recent studies, including Fukao and Kwon (2004), Caballero, Hoshi and Kashyap (2004), and Nishimura, Nakajima and Kiyota (2005), have pointed out major causes for the slowdown in productivity growth, such as misallocations in factor markets and malfunctioning in the financial intermediation system. These findings suggest that what is needed to revitalize the Japanese economy is not only to promote R&D but also to implement policies that facilitate the reallocation of labor, capital, and loans.

Finally, we would like to point out two areas in which our research could be improved. First, while our analysis examined the effects of technological shocks on output and productivity, we did not examine how these technological shocks affect other aggregate variables such as labor hours, prices, and investment in a framework of a general equilibrium. Recently, Lijungqvist and Uhlig (2000), and Krebs (2003) proposed
general equilibrium models which made the government’s interventions effective by modifying RBC theory. Nakajima (2005) constructed a dynamic general equilibrium model which explained the U.S. economy better than RBC model. In a empirical study on the U.S. economy, Basu, Fernald and Kimball (2004) investigated how a pure aggregate technological shock measured by the estimation of industry-based production function like equation (5) affects labor hours, prices, employment, investment, and various aggregate variables by using the VAR method. As an alternative verification that the validity of RBC theory is applicable to the Japanese economy, we would like to investigate the relationship between pure technological shocks and several macroeconomic variables using the methodology employed by Basu, Fernald and Kimball (2004).

The second way in which our research could be improved is to divide the FSSC data into large, medium, and small firms and to examine differences in productivity movements for firms of different size. Before the 1990s, the conventional wisdom was that changes in production by small and medium firms were more sensitive to business cycles than those by large firms. However, in the 1990s, production by small and medium firms seems to have been less sensitive to business cycles than that by large firms. Thus, using our dataset and dividing firms by size would allow us to examine not only such structural changes but also the effectiveness of aggregate economic policies on different types of firms.
Data appendix

This appendix explains how we constructed the dataset used in this study. For our analysis, we need industry-level quarterly data. While the Japan Industry Productivity Database (JIP Database) (Fukao et al. 2003) and the Japan Center for Economic Research Database (JCER Database) (Miyagawa et al. 2004) provide industry-level statistics, these are on an annual basis and therefore make it difficult to examine business cycles. We therefore construct a new industry-level quarterly dataset, relying primarily on the Financial Statements Statistics of Corporations (FSSC) by the Ministry of Finance.

All variables described in the following sections are those at industry base. Table A-1 shows our industry classification and Table A-2 shows the basic statistics of our data.

A1. Output and value-added series

The nominal output series in industry \( i(Y_t) \) is calculated as follows:

\[
Y_{it} = (Sales)_{it} + [(Inventory stock)_{it} - (Inventory stock)_{i,t-1}]
\]

We convert this series from nominal to real terms based on 1990 prices by using the Consumer Price Index (CPI) and the Corporate Goods Price Index (CGPI).

The value-added series in industry \( i(V_t) \) in real term is calculated as follows:

\[
V_{it} = (Labor cost)_{it} + (Depreciation)_{it} + (Operating income)_{it}
\]

Labor costs are deflated using wage indices from the Report on the Monthly Labor Survey compiled by the Ministry of Health, Labour and Welfare. Investment goods deflators are used to deflate capital depreciation and operating income. We convert the annual investment goods deflators by industry in the JIP database to quarterly series by using Goldstein and Khan’s (1976) method.

A2. Construction of capital stock series

For our nominal investment data, we use the increase in tangible fixed assets excluding land and construction in progress from the detailed descriptions of the
transactions in tangible fixed assets in the FSSC. The investment series for all sectors, for the manufacturing sector total, and for industries no. 4, 5, 6, 7, 10, 12, 15, 16, 17, 18, 19, 24, 25, 26, 30, and 31, are available from 1960 onward. The investment series for the remaining industries (i.e., nos. 1, 2, 3, 8, 9, 11, 13, 14, 20, 21, 22, 23, 27, 28, 29, 32, 33, 34, 35, 36, and 37) are available only from 1975 onward. We divide the industries into two groups and label the former Group 1 and the latter Group 2. We construct the capital stock series for each group as follows:

**Group 1 (data available from 1960)**

We first deflate the nominal investment series by industry using investment goods deflators. The capital stock series are constructed by the perpetual inventory method. The quarterly depreciation rates which we use in the perpetual inventory method are estimated by using the average depreciation rate by industry in the JIP Database.

**Group 2: (data available from 1975)**

Using the real capital stock series constructed for Group 1, we can calculate the ratio of market-value to book-value of capital stock in the Group 1 industries. To calculate the nominal capital stock for the first quarter of 1975 by industry, we multiply the nominal capital stock by the market-value to book-value ratio of the first quarter of 1975: i.e.

\[
\text{(Real value of capital stock), 1975} = \text{(Book value of capital stock), 1975} \times \text{(Market value to book value ratio), 1975}
\]

Setting the real value of capital stock in 1975 as the benchmark stock, we then construct the capital stock series for the Group 2 industries using the perpetual inventory method.

As for the capacity utilization rate, we use the “Indices of Operating Ratio” published by the Ministry of Economy, Trade and Industry (METI) for manufacturing industries. For other industries, we assume that the capacity utilization rate is one.

**A3. Intermediate input and labor force series**

Real intermediate input series in industry \(i\) \((M_{ii})\) are calculated by subtracting real value-added from real output.

For the labor force series we use the number of employees provided in the FSSC. To
construct the labor input series on a man-hour basis we adjust the number of employees by hours worked provided in the \textit{Report on the Monthly Labor Survey}.

A4. Factor cost share series

In order to compute factor cost shares, we first need to take into account capital payments. Capital payments are defined as:

\[(\text{Capital payments})_{it} = (\text{Capital cost})_{it} \times (\text{Real capital stock} (K_{it}))_{it}\]

To calculate capital costs, we convert the industry classifications for capital services given in the JIP database into the industry classifications of the FSSC, construct the quarterly series for capital services and divide these capital services by real capital stock. This method is applied to the data from 1975 to 1998, because JIP database series covers years from 1970 to 1998. From the first quarter of 1998 to the fourth quarter of 2002, capital cost from 1998:1 to 2002:4 is computed according to the following formula:

\[(\text{Capital cost})_{it} = P_{it} \times \left( \frac{i_{it} - \Delta P_{it}}{P_{it}} + \delta \right)\]

where

- $P_{it}$: price of investment goods;
- $i$: the yield of newly issued government bonds;
- $\delta$: depreciation rate (This value is 0.072 according to Ogawa and Kitasaka, (1998).)

Next, we calculate the growth rate of real capital costs from 1998 to 1999. Using this rate, we can construct the real capital cost series for the period after the first quarter of 1999.

Total costs are defined as:

\[(\text{Total cost (TC})_{it} = (\text{Capital payments})_{it} + (\text{Nominal labor cost (wrt} L_{it}))_{it}\]

\[+ (\text{Nominal cost of intermediate input}(P_{it}M_{it}))_{it}\]

\[+ (\text{Nominal cost of intermediate input}(P_{it}M_{it}))_{it}\]

\[\text{11 In the following equation, we use real capital stock which is unadjusted by capital utilization rate, because capital cost is adjusted by capital utilization rate. We thank Professor Nakajima for pointing it out.}\]
where $w_i$ is nominal wage rate and $P_{Mi}$ is a price of intermediate input respectively. The cost share of each factor can be obtained by dividing the cost of each factor of production by total costs. That is:

Cost based share of labor: $\alpha_i^L = \frac{w_iL_{it}}{TC_{it}}$

Cost based share of capital: $\alpha_i^K = \frac{CC_iK_{it}}{TC_{it}}$

Cost based share of intermediate input: $\alpha_i^M = \frac{P_{Mi}M_{it}}{TC_{it}}, = 1 - \alpha_i^L - \alpha_i^K$

Cost based share of labor based on value-added: $\alpha_i^{(v)L} = \frac{w_iL_{it}}{TC_{it} - P_{Mi}M_{it}}$

Cost based share of capital based on value-added: $\alpha_i^{(v)K} = 1 - \alpha_i^{(v)L}$

A5. Adjusting for discontinuities in the FSSC data

It has been pointed out that there are discontinuities in the FSSC data between the first and the second quarter because sample firms are replaced in the second quarter each year. We should therefore make adjustments to construct consistent time series and we do so by following Ogawa and Kitasaka's (1998) method. Because the second quarter survey in the FSSC has information on the balance sheet at the beginning and at the end of the quarter, we can calculate the ratio $(g_i)_{12}$ of ex-post tangible assets in the first quarter to ex-ante tangible assets in the second quarter as follows:

$$g_{it} = \frac{K_{it}2}{K_{it1}}$$

where

$K_{it1}$: the book value of tangible fixed assets at the end of the first quarter (before the replacement of sample firms);

In this study, we exclude land and construction in progress from tangible fixed assets.
$K_{2t}$: the book value of tangible fixed assets at the beginning of the second quarter (after the replacement of sample firms).

Using the ratio we can estimate several items in the FSSC which are consistent with the samples of the second quarter. In the case of sales, assuming the ratio of sales to the book value of tangible fixed assets is constant, we can obtain the series of variables adjusted for the ratio (g) from the following formula:

$$(Sales)_{1t} = (Sales)_{1t-1} \times g_{1t}$$

where

$(Sales)_{1t-1}$: the first quarter sales of firms surveyed in year t-1;

$(Sales)_{1t}$: the estimated first quarter sales of firms after adjusting for the gap caused by the replacement of sample firms.

We apply this procedure to all variables in the FSSC retroactively.
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<table>
<thead>
<tr>
<th>项目名称</th>
<th>金额</th>
<th>日期</th>
</tr>
</thead>
<tbody>
<tr>
<td>项目1</td>
<td>5000</td>
<td>2023-01-01</td>
</tr>
<tr>
<td>项目2</td>
<td>6000</td>
<td>2023-02-01</td>
</tr>
<tr>
<td>项目3</td>
<td>7000</td>
<td>2023-03-01</td>
</tr>
<tr>
<td>项目4</td>
<td>8000</td>
<td>2023-04-01</td>
</tr>
<tr>
<td>项目5</td>
<td>9000</td>
<td>2023-05-01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>項目</td>
<td>内容</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>個人情報等</td>
<td>個人情報等</td>
<td></td>
</tr>
<tr>
<td>家族情報</td>
<td>家族情報</td>
<td></td>
</tr>
<tr>
<td>事業者情報</td>
<td>事業者情報</td>
<td></td>
</tr>
<tr>
<td>借入状況</td>
<td>借入状況</td>
<td></td>
</tr>
<tr>
<td>借入条件</td>
<td>借入条件</td>
<td></td>
</tr>
<tr>
<td>償還状況</td>
<td>償還状況</td>
<td></td>
</tr>
<tr>
<td>保険情報</td>
<td>保険情報</td>
<td></td>
</tr>
<tr>
<td>資産情報</td>
<td>資産情報</td>
<td></td>
</tr>
<tr>
<td>負債情報</td>
<td>負債情報</td>
<td></td>
</tr>
<tr>
<td>賃貸情報</td>
<td>賃貸情報</td>
<td></td>
</tr>
<tr>
<td>借り手情報</td>
<td>借り手情報</td>
<td></td>
</tr>
<tr>
<td>利用状況</td>
<td>利用状況</td>
<td></td>
</tr>
<tr>
<td>執行状況</td>
<td>執行状況</td>
<td></td>
</tr>
<tr>
<td>完了/取消</td>
<td>完了/取消</td>
<td></td>
</tr>
<tr>
<td>その他</td>
<td>その他</td>
<td></td>
</tr>
<tr>
<td>その他</td>
<td>その他</td>
<td></td>
</tr>
</tbody>
</table>

（具体的な項目や内容は、手書きや画像による情報が不十分であるため、正確な内容を記載することはできません。）
<table>
<thead>
<tr>
<th>品目</th>
<th>品名</th>
<th>原価</th>
<th>債務</th>
<th>賞味期限</th>
<th>退貨可否</th>
<th>保管状況</th>
</tr>
</thead>
<tbody>
<tr>
<td>品目1</td>
<td>品名1</td>
<td>原価1</td>
<td>債務1</td>
<td>賞味期限1</td>
<td>退貨可否1</td>
<td>保管状況1</td>
</tr>
<tr>
<td>品目2</td>
<td>品名2</td>
<td>原価2</td>
<td>債務2</td>
<td>賞味期限2</td>
<td>退貨可否2</td>
<td>保管状況2</td>
</tr>
<tr>
<td>品目3</td>
<td>品名3</td>
<td>原価3</td>
<td>債務3</td>
<td>賞味期限3</td>
<td>退貨可否3</td>
<td>保管状況3</td>
</tr>
</tbody>
</table>

以上のように、各品目ごとにその詳細を確認し、必要な情報を記載することで、当社の商品管理に役立てることが重要です。